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Abstract—A simple highly-effective method for progressive we define the functiomod(m,n) = m — n|m/n] (i.e., n
lossy-to-lossless coding of arbitrarily-sampled image data is divides into m with remaindermod(m,n)), For a,b € Z,
proposed. This scheme is based on a recursive quadtree par-the notation[a, b and [a, b) denote the subsets @f given by

titioning of the image domain along with an iterative sample- (reZ:a<z<bland{z €Z:a <z < b}, respectively
value averaging process. The proposed method is shown to offer.l.he uni.t-stgp sgquence is denoiedL_Las ' '

much better progressive coding performance than a previously-
proposed state-of-the-art coding method.

. . . [1l. I MAGE TREE
Index Terms—image coding, meshes, progressive lossy/lossless. ) ) ) ) ) )
An image is an integer-valued functighdefined for points

(x,y) € Z? in the image domai, with z, y, andz = f|x, ]
|. INTRODUCTION corresponding to horizontal position, vertical positicand
ECENTLY, there has been a growing interest in imagdntensity, respectively. Without loss of generality, wesase
coding methods that better exploit the geometric structufé to be rectangular and the sample valueg o be unsigned.
inherent in images. A recurring theme in many of thesk what follows, letiW” and H denote the width and height of
methods (e.g., [1]-[3]) is the use of arbitrary sampling.(i. D so thatD = [0, W) x [0, H), and letP denote the number
sampling at an arbitrary subset of points from a lattice). 1@f bits per sample. Suppose now that we hgveampled at
this context, the need to efficiently code arbitrarily-séedp an arbitrary set of points irD. We would like a means to
image data arises. One particularly effective solutionhiis t represent such a dataset that is both efficient and wellicstate
problem has been proposed in [4]. Since progressive cowding purposes. In what follows, we propose a data strectur
ing functionality is desirable in many applications, a cod-alled an image tree, that fulfills this desire.
ing method’s progressive performance is also frequently of An image tree is associated with drlevel quadtree par-
interest. In this paper, we present a new data structure fioning of D into rectangular regions called cells, where
representing arbitrarily-sampled image data, and propwsel = [log, max(W, H)| + 1. The root cell of the quadtree is
simple yet effective progressive lossy-to-lossless sehéon chosen a), and the remaining cells are formed by recursively
coding the information in this data structure. Although &plitting the root cell to a maximum af levels. In particular,
number of methods other than [4] have been proposed to datgiven cellC' = [xq, z1) x [yo, y1) is split in (approximately)
for the coding of arbitrarily-sampled image data (e.g.)),[3]half in each of the horizontal and vertical directions tolgie
these other methods do not provide fully progressive lassy- the four child cellsCy, C, C3, andC3 given respectively by
lossless functionality. [0, Tm) X [Y0sYm)s  [Tm, 1) X [Yo, Ym), (1)
The remainder of this paper is structured as follows. Sec- [T, 2m) X [Ym,y1), and [zm,z1) X [ym,y1),
tion Il introduces some basic notation used herein. Then, \fhere 7, = |L(zo+21+1)] andym = [L(yo +v1 +1)].
Section Ill, a new data structure for representing arhilfrar As a matter of terminology, the area of a cell is defined as
sampled image data is presented, and in Section IV an efficighe number of lattice points (fror2) it contains. A cell is
method f(_)r coding the mfo_rmatlon contained in this datgyid to be empty if it contains no sample points (from the
structure is proposed. Sectl_on _V evaluates the_ performar&%itrarily-sampled dataset), and is said to be degendfitte
of our coding method, showing it to compare quite favorablyas zero area. Note that, by definition, a degenerate cell is
with a previously-proposed state-of-the-art scheme. IKina g\ways empty. Two nondegenerate cells are called neigsbour
Section VI concludes the paper with a summary of our resul§§.they are located at the same level in the quadtree and
are 8-connected (i.e., immediately adjacent in the hotaon
Il. NOTATION AND TERMINOLOGY vertical, or diagonal directions) .

Before proceeding further, a brief digression is in order As the name suggests, an image tree is a tree-based data

concerning the notation used herein. The sets of integets aﬁn]i(;ﬁg%ri' E:Eel(lzlh frr:)?geﬂ:g thueac}trreeee IS a?t?t?ggiﬁteddﬁwlg]r:l dl) a
real numbers are denoted ZsaandR, respectively. For: € R, 2 a rep )r/esentative sam ?e value ||O value gfor ’aII of

z] denotes the largest integer not greater thaand [z] trze samIO le points contairl?ed in this(éiii Sinc)e each node is
denotes the smallest integer not less tharFor m,n € Z, pie p ; . . :
always associated with a nonempty cell, in the (uninteng}ti
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[0, 4)x10, 4) IV. CODING OF IMAGE TREE

Having introduced the image-tree data structure, we now
’[0, 2)3[&2)‘ ’[14);[0, 2)‘ ’[O’Z)T[2’4)‘ ’[2,4)§[2,4>‘ propose a method for efficiently coding the information in
such a tree. Our scheme employs a context-adaptive binary
arithmetic coder [5]. In what follows, we describe only the
encoding process since, from it, the decoding process can be
(b) easily deduced;]I |
. _ : . As suggested previously, we can construct a progressive
E;%gi_;treg”age tree example. (a) Image dataset; and (b) ts gemefing encoding of an image tree by coding the information in the
nodes using a top-down traversal of the tree. Clearly, many
legal traversal orders are possible. The only constraitihas
as follows. LetQ) denote a node to be considered for splittinghe information for a given node cannot be coded before the
and letC' denote its corresponding cell. & has unit area, information for its parent node. To allow for flexibility irhe
we are done (since a node having a cell of unit area is Ngiversal order, a heap-based priority queue, called theék wo
split). Otherwise, we spli” according to (1) to generate thegueue, is employed during the coding process. The work queue
child cells {C;}?_. For each nonempty cedl” in {C;}_,, @ holds all of the nodes that have been coded (i.e., have had the
new child node is added tQ with the corresponding cell”.  cell and representative sample value coded) but have not yet
Thus, the maximum number of children th@t can possess had their child information coded.
is equal to the number of nondegenerate cells{@}?,.  To commence the encoding process, a small fixed-length
Lastly, each of the newly added child nodes is (recursivelpkader is output containing the valueslt H, and P. Also,
split. Excluding leaf nodes, each node in the tree can havgma work queue is cleared. If the tree is not empty, we encode
maXimum Of either two or fOUI’ Childl’en, Wlth the fiI‘St CaSQhe representative Samp'e value for the root node @&kt
arising only if W or H is not an integer power of two, or (unsigned) integer using bits without arithmetic coding, and
W #H. insert the root node in the work queue. Since all subsequent
The leaf nodes of the tree have a one-to-one correspondedaé is arithmetically coded, the arithmetic coding engme
with sample points. So, for each of these nodes, the repieseinitialized at this point. Then, we loop, processing nodethe
tive sample value is simply chosen as the sample value for therk queue, until the work queue is empty. In each iteration,
corresponding sample point. For each of the remaining, (i.eve first remove the next (i.e., highest priority) node frone th
nonleaf) nodes, the representative sample value is comhpuierk queue. Then, if the node is a nonleaf, we code the node’s
using a simple iterative averaging process. In particutag, child configuration (i.e., the number of child nodes and the
representative sample value for a nonleaf node withN cells with which the child nodes are associated). Next, we
children having representative sample vallﬂesil\gl is given code the representative sample value for each of the child
by nodes. The preceding two coding processes are described in
detail later in this section. Lastly, for each of the childdes,
L= {% (25\;_01 5+ ﬁ(N))J , @) )[/r\ge compute its priority (for queue insertion) and insertnt i
e work queue.
. . By appropriately choosing the function used to compute
where((n) = |n/2] uln —3]. In the preceding equation, thenod)e/ prﬁ)gritﬁ we cyan eﬁecti\?ely force the tree to be tra:ee?
additive biasj3(N) simply serves to reduce rounding error;, any (legal) order, thus controlling the order in which

Alsoh, it is i]r\r)P{)rtant to note tlh&thhas the same .dynamiclrangletree information is coded. Although many different traxars
as the{z;};_, . Consequently, the representative sample valii¢jers are possible, in this work we only employ breadttt-firs
for each node in the tree can be represented usirg kst

. ! traversal (i.e., one tree level at a time from top to bottom)

(unsigned) integer. with raster-scan ordering by cell centroid within each tree

To further assist in visualizing the structure of an imagrwvel. Although this traversal order is not guaranteed to be
tree, we now provide a simple example. Fig. 1(a) depictsgptimal in any sense, it was experimentally found to perform
simple image dataset with five sample points (shaded giigll for a wide variety of datasets (compared to other simple
points) taken from the image domaild,4) x [0,4). The preadth-first and depth-first orders). The consideratiootioér
corresponding image tree is shown in Fig. 1(b), where the celaversal orders is left as a topic for future investigation
and representative sample value for each node are indicated Arithmetic Coding.Frequently, when using a binary arith-

Observe that the image dataset (i.e., sample points amdtic coder, the need arises to code a bit with a fixed uniform
corresponding sample values) can be losslessly recotestrugrobability distribution. In fact, most popular arithmetoders
from the information in the leaf nodes of the image tregrovide what is called a “bypass mode” for accomplishing jus
Furthermore, we can also generate approximations of ttiés. Henceforth, whenever we speak of coding a bit in bypass
dataset from pruned versions of the tree. To do this, weode, we are simply referring to the arithmetic coding of a
generate one sample point and corresponding sample vahitewith a fixed uniform distribution.
for each leaf node in the pruned tree. In the case that a leafSince the arithmetic coder employed by our method is
node has a cell with area greater than one, the correspondimgary, we must specify a binarization scheme for each type o
sample point is taken to be the (approximate) centroid of ti@nbinary symbol to be coded. There are three such types of
cell. Thus, by coding the information in an image tree usingymbols to be considered. The first type of nonbinary symbol
a top-down traversal of the nodes in the tree, we can obtainsaa ternary value with a fixed uniform distribution. Here, we
progressive encoding of the image dataset. require one additional context;q in which the value of one
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has a fixed probability o%. The ternary valuer € [0,2] is order to estimatéV. In particular, the quantity corresponds to
then binarized as a bit with valug:/2] coded using context an estimate ofV € [1, M| with the special out-of-range value
cwirg followed, if [n/2] = 0, by a bit with valuemod(n,2) of 0 assigned in the (typically) infrequent case that insuffitie
coded in bypass mode. The second type of nonbinary symiodbrmation is available for making a good estimate.
used is a hexary value with a fixed uniform distribution. The Next, we must encode whicN of M possible children are
hexary valuen € [0, 5] is binarized as a bit with valuén/3| present. In general, there a(éjvf) possible child configura-
coded in bypass mode, followed by a ternary symbol wittions. Recall that\/ € {2,4}. If M = 2, we have two cases
value mod(n, 3). to consider, namelyV € {1,2}. If N = 1, one of two possible
The third type of nonbinary symbol is am-bit unsigned configurations is coded using a single bit in bypass mode. If
integer with an adaptive nonuniform distribution. For sich N = 2, only one configuration is possible, and no information
symbol, we define a family of binarizations parameterized byeed be coded. I/ = 4, we have four cases to consider,
an integerf, where f € [1,n]. For convenience, we denotenamely N € [1,4]. If N € {1,3}, one of () = (3) = 4
such a binarization a¥1(n, f). The binarization of the value possible configurations is coded using two bits, each in &ypa
v with bits {b;}7=}, wherev = Y7~ b2 is performed as mode. If N = 2, one of (;) = 6 possible configurations is
follows. For each bit positiork from n — 1 down to 0, we coded using a single hexary symbol. N = 4, only one
perform the following two steps: 1) Code th¢h bit b, using configuration is possible, and no information need be coded.
contexte, wherec € [0,2 +n — f — 1) and Coding of Representative Sample Valugsw, let us con-
1 ie1 sider the coding of the representative sample values for the
. 217 =1+ Yy, py (200 — 1)2 kel0.f =1 Chidren of a given node€). Let M/ and N respectively denote
2/ —f+k-1 kelf,n—1].  the maximum possible and actual number of childrendor
2) If b = 1 andk > f, we code each of the remainingLet z denote the representative sample value¢bfand z;
bits {b;}ic(o.x) in bypass mode, and terminate the loop earlglenote the representative sample value for ithe child of
Effectively, the preceding process allows for each symb@l- If N = 1, we have (from (2)) that; = =z, and no
value in the rangé0, 27) to be assigned a distinct probability,information need be coded. Suppose now that> 2. For
with the remaining values (if any) partitioned into the rasg ¥ from 0 to N — 1, we code each, as follows. Rather
[2,2i+1) for i € [f,n), where the values within each rangdhan coding the value of,, directly, we code its difference
are equiprobable. This scheme can accommodate the codfign some reference value. Based on the information coded
of integers with a variety of probability distributions, ciiis SO far, we computes, and s;, the minimum and maximum
most flexible whenf = n in which case a distinct probability possible values, respectively, for the sy’ ' z; assy =
can be used for each symbol. Nz =3 icor % — B(N) and sy = so + N — 1. There are
Coding of Child Configurationwith the preceding binariza- two cases to consider: ) = N — 1 and 2)k < N — 1. If
tion schemes introduced, we are now in a position to presént= N — 1, we havez;. € [so, s;] and we code the residual
the remaining details of our coding method. To begin, we= z, — so, wherer € [0, N). For the case thaV is 2, 3, or
describe how the child configuration is coded for a given node r is respectively coded as one bit in bypass mode, a single
Q. Let M denote the maximum possible number of childreternary symbol, or two bits in bypass mode.df< N — 1,
thatQ can possess (which is determined by the node splittifi¢ge predictz; as
process as described earlier), and\éidenote the number of L__(so+s1+ B[N — ka kell,N—1)
children thatQ actually has. To convey the child configuration p = ¢ L2V =F)
for Q, we choose to codéV followed by an indication of < k= 0.
which N of the M possible child nodes are present. We code the residuat = 2, — p as follows, wherer €
First, we consider the coding of the quantity. Let C de- [—(2” — 1),2"" — 1]. The P-bit integer |r| is coded using
note the cell ofQ. Let A denote the set of all (nondegeneratey/1(P, min(P,4)) binarization, conditioned on the node’s level
neighbour cells of” in the quadtree partitioning ab, and let in the tree. Next, ifir| # 0, the sign ofr is coded as single
E denote the number of cells iA that are, from information it in bypass mode. The residualtends to be close to zero,
previously coded, known to be empty. LK };¢ (o 1) denote Since the remaining unknovy{zi_ iy, are frequently close to
the set of all previously coded nodes that are associatdd wiieir average value (for which is an estimate).
(nonempty) cells in4, with N; and M; denoting the number
of children and maximum possible nhumber of children of the V. EXPERIMENTAL RESULTS

nodeKi. For use in context selection, we compute the integer 1o demonstrate the effectiveness of our proposed coding
quantityp as method, we compare its coding performance to that of the
; M N4 1 scattered data coding (SDC) scheme [4] (which is used, for
p= {Chp (LKJ“E ZZE[O’K) w 2J b M) KRB0 example, in [2]) with a breadth-first traversal order andrtie
K+E=0,  norenhancements described in [1]. As originally proposesl,
whereclip(z, a, b) = min(max(z, a),b). Then, we codéV — SDC method does not employ arithmetic coding. Therefore,
1, whereN — 1 € [0, M) is ann-bit integer and) = log, M. to allow a fairer comparison, we applied arithmetic coding
This coding is done usin@1(n,n) binarization, conditioned to the symbol stream produced by the SDC method. This
on M, p, and the level in the tree wher@ resides. Since typically reduces the lossless bit rate achieved with th&€€SD
sample points often cluster together, neighbouring nodes ( method by 2 to 5%. For test data, we employed several lattice-
nodes with neighbouring cells) tend to have a similar numbsampled images, including the well-known lena image. To
of children. Thus, in the preceding process, we use infaonat generate arbitrarily-sampled datasets from (latticefsad)
about the nodes neighbouridg) (or the lack of such nodes) inimages and vice versa, we used the MGH mesh-generation
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Fig. 2. Coding results for the lena image obtained using tlepgsed

and SDC methods. (a) Lossless coding performance. (b) Peigeesoding
performance (with a dataset sampling density of 0.025).

(b)

i i ion- i ; Fig. 3. Intermediate image reconstructions for the lena imagith (a
method and corresponding  triangulation-based  interjuiat dataset sampling density of 0.025) obtained at 50:1 compressiing the

scheme from [1]. (a) proposed (23.97 dB) and (b) SDC (18.41 dB) methods.

First, we consider lossless coding performance. For skvera
(lattice-sampled) test images, arbitrarily-sampled sketmwith SDC method must partition a much larger space, resulting in
different numbers of sample points were generated. The, e& tree with a much greater number of nodes (typically, 6 to 7
dataset was losslessly coded using the proposed and Simges more). Furthermore, in the SDC case, the nodes are also
methods, and the final bit rates measured. A representati@ger, since each node must have pointers for eight clrildre
subset of the results, namely for the lena image, is shownifrstead of four. Since memory usage is dominated by the tree
Fig. 2(a). From these results, we can see that our propostaia structure in both methods, the proposed scheme require
method performs comparably to the SDC method at loless memory. Since both methods must process every tree node
sampling densities, and better at higher sampling deasitiguring encoding or decoding, the much greater node count for
Although our interest herein is with progressive perforemn the SDC method leads to a longer execution time relative to
these results are important in that they show that any ingsroithe proposed method.
ment in progressive performance that our method may offerThe relatively poor progressive performance of the SDC
does not come at any significant cost in terms of the fingiethod is due to the fact that it represents each sample point
lossless bit rate. (z,y) and its corresponding sample valu@s a pointx, y, z)

Now, we consider progressive coding performance (|gn, 3-D space. Unfortunately, as a result of this, at interiaed
decoding in a lossy manner to various intermediate ratesjages of decoding, it is possible to obtain multiple po{its
For several images, arbitrarily-sampled datasets cooragipg 3-D) with the samer and samey coordinates but distinct
to various sampling densities were generated. Using eachceprdinates, which corresponds to a single sample poirihgav
the proposed and SDC methods, each dataset was coded ¢figliiple distinct sample values. Such ambiguities ultiehat
losslessly, and then decoded at many intermediate rates!é@ad to degraded coding performance, and also cause the
each case, the decoded dataset was interpolated to prodiitésual oscillatory behavior in the rate-distortion cufee
a lattice-sampled image and the peak-signal-to-noise rathe SDC method in Fig. 2(b) at lower rates. Although various
(PSNR) relative to the original (lattice-sampled) imageswzbtrategies can be used in an attempt to reduce the degmadatio
computed. A representative subset of the results, namely fgused by these ambiguities, the improvement offered bly suc
the lena image, is shown in Fig. 2(b). In the graph, theirategies is fundamentally limited.
maximum PSNR attained corresponds to lossless reconstruc-
tion of the arbitrarily-sampled dataset. Clearly, the megd VI. CoNCLUSIONS
method outperforms the SDC method at lower rates by a veryln this paper, we have proposed a new method for pro-
large margin (often by several dB). Only when the arbityaril gressive lossy-to-lossless coding of arbitrarily-sardpteage
sampled dataset is very nearly losslessly decoded does @gé. Our method is conceptually simple, flexible (allowiog
SDC method sometimes have slightly better performance. diferent progression orders), and was shown to yield much
show that the PSNR results correlate well with subjectieetter progressive performance than a previously-prapose
quality, two of the obtained intermediate image reconstons ~ State-of-the-art coding technique at lower computaticarad
are shown in Fig. 3. Clearly, the reconstruction produced #yemory costs. By using our proposed method, one can hope
our proposed method is of much better quality than the of@ develop improved mesh-based image coders in the future.
generated by the SDC scheme. REFERENCES
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