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I Introduction

The development of robust, speaker independent, speech recognition systems

that perform well over dialed-up telephone lines has been a topic of interest for over a

decade. This work has progressed from systems that can recognise a small number of

vocabulary items spoken in isolation, to systems that can recognise medium size

vocabulary sets spoken fluently [7].

A basic idea is that even if Dynamic Programming (DP) or hidden Markov

Models (HMM) have been proven successfully in modeling the temporal structure of

the speech signal, they are not capable of assimilating a wide variety of speaker-

dependent spectrum pattern variations. For example, the first-order assumption —

which says that all probabilities depend solely on the current state — and the

independence assumption — which says that there is no correlation between adjacent

input frames — of HMMs, are false for speech applications.

On the other hand, it has been reported that some neural network models

(LVQ, SOM) are effective for clustering of phonemes; however, the correct
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segmentation of phonemes is necessary and it is obvious that is very difficult to

segment speech data into phonemes.

The main idea of our approach is to generate fixed-dimensional acoustic

feature vectors from variable-dimensional speech signal and to classify these static

time-normalized acoustic feature vectors with a discriminative classifier. The

time-normalized vectors are created by segmentation based on a Dynamic Time

Warping (DTW) algorithm. The temporal information of speech is therefore

preserved. The classifier is based on a Learning Vector Quantization (LVQ) distance

classifier.

II A Voice Dialing System in Romanian

The key idea of our work is that for a standard voice dialing system, the

pronounced digits are actually semi-connected, the task being easier than a fully

connected word recognition application. Our experiments proved that for such a

system the pronounced digits are usually separated by silent periods between 30-100

msec. Consequently, we adapted an algorithm [2] based on a time-domain analysis, in

order to extract isolated digits from a pronounced telephone number. The algorithm

uses two time-domain measurements — energy, and zero-crossing rate — for the

start-point and end-point detection of each word.

II.1 The overall system architecture

The Voice Dialing System contains a separate DTW/LVQ module for each of

the ten digits. The DTW module transforms the variable-length feature set into a



fixed number of LVQ network inputs. Each LVQ network defines a word template

and calculates the Euclidian distance along the DTW path. The recognition decision

is performed by a minimum detector.

In the last time, we experimented several methods to determine proper speech

parameters for the recognition task [4,6]. In this paper we propose to use the

first-order cepstral parameters in addition to zero-order cepstral parameters.

For this purpose, we calculated first-order time derivative of the cepstral

coefficients. Making use of the Taylor's formula [1,6] for a function f(x), we can

write:
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Multiplying the above equation by 12h to reduce the computations, we approximate

the first-order time-derivative cepstral coefficients by:
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Therefore, differenced cepstral coefficients consist of 16x2=32 and 16x4=64 msec

differences.

The overall architecture is presented in Fig. 1.



Figure 1 – Block diagram of overall recognition system

II.2 The Training Data-Base

In order to train the LVQ networks, we conceived a data-base including speech data

uttered by 14 speakers (7 males and 7 females). Every speaker uttered each of the 10

digits with 3 speaking rates (slow, medium, high), and 3 prosodic contour (up,

horizontal, down) [11].

The data-base was recorded with a close-speaking microphone in a room with

normal ambiental noise. Recordings were digitized at a sampling rate of 8 kHz. We

performed an overlapping analysis with a window duration of 32 msec and a frame

duration of 16 msec. We computed 10 zero-order and 10 first-order Fourier-derived

cepstral coefficients every 16 msec.



III Experimental Results

We performed four sets of experiments under rather different experimental

conditions. In the first set, we used a classical DTW algorithm along with 10 cepstral

coefficients (DTW/CEPC-10) [6]. In the second set we used a DTW algorithm along

with 10 cepstral coefficients which were previously scaled by their standard

deviations (DTW/SDCEPC-10) [4], and in the third set we used a DTW+LVQ

algorithm along with the 10 scaled cepstral coefficients (DTW+LVQ/SDCEPC-10)

[4]. In the last one we used the above discussed DTW+LVQ hybrid system along

with 10 scaled cepstral coefficients and 10 scaled first-order time derivative cepstral

coefficients (DTW+LVQ/SDCEPC-10+SD∆CEPC-10).

The system has been tested with a separated testing data-base consisting of

seven digit telephone numbers uttered by 20 different speakers. Table 1 shows the

medium scores for the testing data-base at the word level in the first column, and the

medium scores obtained at the string level in the second column.

Table 1. The experimental results for a Voice Dialing System

Experimental conditions Scores at word level (%) Scores at string level (%)

DTW/CEPC-10 88.3 -

DTW/SDCEPC-10 90.2 -

DTW+LVQ/SDCEPC-10 93.9 -

DTW+LVQ/SDCEPC-10+SD∆CEPC-10 97.1 ...

4 Conclusions

A standard algorithm based on a time-domain analysis provided good

performance to transform the semi-connected digit recognition task for a

voice-dialing application in a standard isolated word recognition one.



The experimental results demonstrate that the hybrid approach DTW+LVQ

and also the using of high-order cepstral parameters provide the basis for an effective

speech recognition system.
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