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Abstract—Broadband analog transport facilities using fiber or fiber/coax cable can play a significant role in the evolution of the network infrastructure for personal communications services (PCS's). Low-power PCS systems require a dense grid of radio ports to provide connectivity to the telephone network. Analog transport has a number of important advantages over digital transmission facilities, including the flexibility to support a variety of air interface formats, shared infrastructure cost with other services such as video distribution, and centralized call processing allowing the use of low cost and simple radio ports. A simulcast technique can be used in such systems to permit low rates of handoff (no handoff within each simulcast area) and sharing of hardware resources among multiple radio ports.

This paper provides a detailed model and a simulation analysis of the cochannel interference and noise performance as well as the resource sharing benefit of a simulcast PCS system. Several potential PCS air interfaces are considered, including time division multiple access (TDMA) and code division multiple access (CDMA) techniques. Our investigation shows that the impact of multiple antenna noise in a simulcast system is offset by the improved signal-to-interference (SIR) ratio brought about by distributed antennas. Even with distributed antennas, multiple antenna noise places a limit on the maximum number of radio ports that can be assigned to each simulcast group. This limit, however, is shown to have little impact on the achievable resource sharing benefit of simulcasting (i.e., grouping beyond this limit has diminishing returns). A saving of 40% to 60%, in terms of the required central hardware resources, is typical for both TDMA and CDMA systems in suburban environments.

I. INTRODUCTION

INTEREST in personal communications services (PCS) has grown rapidly over the last decade. In 1993, the FCC announced rules for PCS spectrum allocation which allow for a variety of competing networks and services [1]. Evolving microcellular and wireless loop access architectures emphasize the use of low power radio technology to achieve high capacity through massive frequency reuse, and to reduce power consumption of the PCS handsets. Low-power PCS systems will require a dense grid of fixed radio ports and a large transport infrastructure to provide connectivity to the telephone network.

Broadband transmission facilities using analog fiber or fiber/coax cable can play a significant role in the evolution of the network infrastructure for public PCS access [2]-[9].

Analog transport over a broadband network permits radio ports to be low cost and simple, since all per-call processing circuits of the system are located in the central location. Furthermore, the infrastructure cost for analog backhauling is minimized if the transport network is shared with other services such as video distribution. Analog transport also adds a degree of flexibility in the provisioning of radio ports. A simulcast arrangement can be used to achieve resource sharing advantages among different radio ports. The simulcast approach considered in this study has the following attributes [10]:

1) Grouping: In low-traffic or low-penetration service areas, multiple radio ports can be grouped to form a larger set of radio users that share common cable spectrum and call processing hardware resources.

2) Simulcasting: The radio signals are simulcast from all the radio ports within each group, so there is no handoff when a user moves between two microcells within the same simulcast group (a "microcell" is the coverage area of each radio port). A similar concept is known as "distributed antennas," as denoted in [11]-[15].

3) Dynamic Load Balancing: The grouping of radio ports can be rearranged according to traffic load variations. For example, traffic "hot spots" can be accommodated by assigning all the resources of a group server to a fewer number of radio ports. This can be done in a dynamic manner at the central hub without modifying the transport infrastructure.

As the size of a (micro)cell becomes smaller in low-power PCS systems, the variation in traffic demand at each microcell is expected to become larger. Without simulcasting, spectrum and hardware resources must be budgeted for some maximum traffic at each cell even though the average traffic density over the entire service area is quite low, e.g., in suburban environments.

This paper provides a detailed performance model and a simulation analysis of a simulcast PCS system. The principle of simulcasting and distributed antennas is not new. However, we present new results on the quantitative performance of such systems, for different PCS air interfaces, taking into account both cochannel interference and thermal noise as well as traffic statistics and propagation into buildings. Section II provides the overall system concept. Section III describes the radio propagation model for suburban PCS systems. We focus on the suburban environment because this is where resource
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Simulcast sharing is critically needed. Section IV provides details of the air interface models; different potential PCS wireless technologies are considered, including time division multiple access (TDMA) and code division multiple access (CDMA) techniques. Section V presents link budget analyses for these wireless techniques. The link budget is used to determine the maximum allowed coverage area size of each radio port, which is a crucial parameter in assessing the resource sharing benefit of simulcasting. Section VI describes the simulcast arrangement for each of the wireless techniques considered—it presents simulation results that demonstrate the cochannel interference and thermal noise performance as well as the resource sharing advantage of the system as a function of the number of microcells assigned to each simulcast group.

II. SYSTEM ARCHITECTURE

Figure 1 depicts the concept of a simulcast PCS system. The system uses analog transport broadband network to carry RF signals between radio ports and a central location. The radio port contains only analog circuits such as a transmit linear amplifier, a receive low-noise amplifier, and a frequency converting filter which performs radio-RF/transport-RF frequency translation. All per-user functions are located at the central location. Each multichannel transceiver serves a group of radio ports via an analog, frequency-division multiplex (FDM) interface on the transport network. For example, in Fig. 1, server A uses frequency subband A over fiber/coax to serve radio ports in simulcast group A. The downstream signal from each server is received by all the radio ports in its serving group. The radio ports in the same group then simulcast the information using either the same air frequency for all ports (i.e., distributed antennas) or different frequencies for different ports depending on the air interface protocol, to be discussed later. In the upstream direction, the radio signals from different radio ports in the same group share the same analog transport medium. These signals are summed with random phase over the transport network, giving rise to increased thermal noise, referred to as “multiple antenna noise.” By making the frequency oscillators in the radio ports programmable, the assignment of radio ports to group servers can be changed dynamically as traffic dictates.

III. RADIO PROPAGATION MODEL

Much work has been done to characterize radio propagation in and around buildings and houses in suburban environments [16]–[23]. Measurements indicate significant variations in the radio propagation characteristics at different user locations within the desired coverage area. The suburban propagation model used in this study is based on measurement results at 815 MHz given in [18, Fig. 26]. The following median path loss formula was obtained from a linear regression of the measured mean signal levels (where the averaging is over a small local area) at various locations inside and outside eight suburban houses using a 8.2-m high outdoor port antenna:

\[ L(d)_{\text{dB}} = 45 \log d(m) - 3.8. \]  

(1)

The median path loss \( L(d) \) increases as \( d^{4.5} \), where \( d \) is the propagation distance. The standard deviation \( \sigma \) of the log normal variation around the regression line is 10 dB. This variation is commonly referred to as shadow fading.

In order to use the above results for systems in the new bands [1], we need to scale the 815 MHz path loss to 2 GHz. Considering the frequency-squared difference due to antenna
aperture, the path loss at 2 GHz would be 7.8 dB higher than at 815 MHz (the square of the ratio of the two frequencies), yielding

Suburban Residential: \( L(d)_{dB} = 45 \log d(m) + 4.0 \).  

(2)

It should be noted that this model, when compared with outdoor models such as Hata’s [24], or the double regression model [25], yields higher median path loss. This is because we take transmission loss through walls into account for communications to users inside buildings. This leads to smaller cell sizes, even when using air interfaces designed for high tier cellular services (see Section V).

Shadow fading in microcellular environments has been modeled as the sum of two independent log-normal components [26]: a user-location specific component, and a path-specific component. The user-location specific component is the same for all radio paths to or from a given user; this accounts for the effect of building attenuation, i.e., the signals are affected by walls equally in all directions. The path-specific components are distinct and independent for all radio paths. Similar to earlier studies [15], [27], we assume that the user-location specific component has a standard deviation \( \sigma_L = 6 \) dB, and the path-specific component has a standard deviation \( \sigma_P = 8 \) dB. This gives \( \sigma = \sqrt{\sigma_L^2 + \sigma_P^2} = 10 \) dB. This model will be used in later performance analyses.

IV. AIR INTERFACES

The simulcast PCS system uses analog transport, which permits a wide range of air interface formats to be supported over the same infrastructure. Recent FCC rules [1] allocated 120 MHz of spectrum near 2 GHz for licensed PCS access. The licensed spectrum included 30 MHz bands and 10 MHz bands which were partitioned in a split band fashion to allow frequency-division duplex (FDD) operation. Several different wireless technologies are currently being considered for the PCS common-air standard [28]. It is also possible that multiple common-air standards will be adopted.

Table I summarizes air interface details of the potential PCS wireless technologies to be considered in this study. A 10 MHz allocation using FDD is assumed for all systems. The TDMA techniques include Bellcore PACS (similar to UDPC or WACS [29]–[31]) and two other TDMA proposals, upband IS-54 and DCS-1900, which are upband versions (from 900 MHz to 2 GHz) of the existing digital cellular standards IS-54 and GSM [32]–[34], respectively. The CDMA system, IS-95*, is a fictitious air interface proposal. It is similar to the existing CDMA cellular standard IS-95 [35], [36] (which also has a PCS proposal version [37]) except for a few straightforward changes to improve the speech quality up to the wireline standard\(^2\) and to make the signal span the entire 5 MHz available bandwidth on each FDD channel. These changes include scaling up the chip rate and speech rate by a factor of four, and the use of standard, adaptive differential pulse code modulation (ADPCM) [38] instead of the IS-95 lower rate speech coding (IS-96). These straightforward changes may have impact on the estimated system capacity compared to a more efficient implementation alternative. The purpose of this study is not to make a one-to-one comparison of different air interface techniques, but rather to show how the simulcast concept can be applied to existing wireless technologies.

The conditions for the minimum required signal-to-interference-plus-noise ratio (SINR) in Table I merit some discussion. First of all, the signal and interference powers in this ratio are the averages over their Rayleigh fading, i.e., local spatial averages of these powers. For PACS, an SINR of 16 dB is required to achieve a specified frame-error rate between 2% and 3% in quasi-stationary Rayleigh fading with two-branch antenna selection diversity. The required SINR’s for upband IS-54, DCS-1900, and IS-95* in Table I are based on values reported for their cellular standard versions. Cellular IS-54 uses antenna diversity on the uplink but not the downlink, so, as Table I shows, the required SINR is smaller for the uplink than for the downlink. GSM (or “cellular” DCS-1900) does not include antenna diversity, but relies on the use of slow frequency hopping and channel coding/interleaving to combat Rayleigh fading. These required SINR’s may not directly apply to PCS environments but can be invoked for our purposes nonetheless. This is because it is most likely that each system would be modified in some way, as necessary, to provide the requisite performance quality in PCS environments for similar SINR’s. Since it is not our purpose to re-engineer the details of the air interface techniques, we simply make the ad hoc assumption here that the required SINR’s in Table I are applicable to PCS environments for all the systems.

V. COVERAGE AREA DESIGN

A. Coverage Objective

This section derives, for the different air interfaces, the maximum allowable microcell sizes for specified coverage objectives. We do this first for the nonsimulcast situation. In simulcast situations, uplink noise power increases because of multiple antennas, but at the same time cochannel interference can be reduced. These issues are discussed in Section VI. We will show there the conditions under which the coverage objectives are met or exceeded using the microcell sizes derived here.

A reasonable objective of coverage area design in PCS’s is to provide adequate radio link quality in as high as 99% of all user locations. The link quality threshold is given in terms of the minimum required SINR, so both the signal-to-noise ratio (SNR) performance and signal-to-interference ratio (SIR) performance of the system need to be studied. Note that \( \text{SINR}^{-1} = \text{SNR}^{-1} + \text{SIR}^{-1} \). Like any cellular system, the reliability of a PCS system will be limited by the existence of areas with unacceptably high path loss/shadowing (inadequate SNR) as well as areas of unacceptably high

---

1. More recent measurements [23] indicated an additional path loss at 2 GHz of as much as 15 dB (instead of 7.8 dB) compared to the path loss at 815 MHz. This was reported to be the effect of foliage and increased scattering and diffraction loss at higher radio frequencies. Increased path loss would result in smaller radio port coverage areas, making the resource sharing benefit of simulcasting more significant (see Section VI).

2. Upgraded speech quality options have not been provided for upband IS-54 and DCS-1900.
TABLE I
PCS Wireless Technologies

<table>
<thead>
<tr>
<th>Modulation</th>
<th>TDMA</th>
<th>CDMA</th>
</tr>
</thead>
<tbody>
<tr>
<td>PACS</td>
<td>π/4 QPSK</td>
<td>IS-95* QPSK</td>
</tr>
<tr>
<td>Upbounded IS-54</td>
<td>π/4 QPSK</td>
<td></td>
</tr>
<tr>
<td>DCS-1900</td>
<td>GMSK</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Demodulation</td>
<td>Coherent</td>
<td>Coherent</td>
</tr>
<tr>
<td></td>
<td>Coherent</td>
<td>Noncoherent (Uplink)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Coherent (Downlink)</td>
</tr>
<tr>
<td>RF Channel Spacing</td>
<td>300 kHz</td>
<td>5 MHz</td>
</tr>
<tr>
<td></td>
<td>30 kHz</td>
<td></td>
</tr>
<tr>
<td>Noise Bandwidth</td>
<td>240 kHz</td>
<td>4.9 MHz</td>
</tr>
<tr>
<td></td>
<td>24 kHz</td>
<td></td>
</tr>
<tr>
<td>Channel Bit Rate (kb/s)</td>
<td>400</td>
<td>38.4</td>
</tr>
<tr>
<td></td>
<td>48.6</td>
<td></td>
</tr>
<tr>
<td>TDMA Channels/Carrier</td>
<td>8</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Speech Coding</td>
<td>ADPCM</td>
<td>ADPCM</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Speech Rate (kb/s)</td>
<td>32</td>
<td>32</td>
</tr>
<tr>
<td></td>
<td>7.95</td>
<td>(Full Rate)</td>
</tr>
<tr>
<td>Speech Activity Factor</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>Channel Coding*</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>CRC only</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1/2 rate convolution and CRC</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1/2 rate convolution and CRC</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1/3 rate convolutional (Uplink)</td>
<td>1/2 rate convolutional (Downlink)</td>
</tr>
<tr>
<td>Equalization</td>
<td>No</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Slow Frequency Hopping</td>
<td>No</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>Minimum Required SINR Uplink/Downlink (dB)</td>
<td>18/16</td>
<td>10/10</td>
</tr>
<tr>
<td></td>
<td>16/16</td>
<td></td>
</tr>
<tr>
<td></td>
<td>12/16</td>
<td></td>
</tr>
<tr>
<td></td>
<td>10/10</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(before despreading)</td>
<td></td>
</tr>
</tbody>
</table>

cochannel interference (inadequate SIR). The outage produced by path loss variations can be controlled through careful link budget considerations. The SIR performance is determined by the frequency reuse factor (for TDMA) or the offered traffic density (for CDMA) of the system.

Link budget calculation is used to determine the maximum coverage area size of each radio port. The uplink usually limits the area, although power limitations can be critical on the downlink as well, especially in microcells. The remainder of this section first describes the conventional design approach and points out its limitations. We then proceed to derive simulation results which give accurate estimates of the allowed coverage area sizes for specific air interfaces.

B. Conventional Method

Define the median SNR for a user located in the corner of a polygon port coverage area as

\[
\Lambda(r) = \frac{P_T G_A}{P_N L(r)}
\]

(3)

where \( L(r) \) is the median path loss, \( r \) is the distance from center to corner of a microcell (microcell radius), and \( P_T, P_N, \) and \( G_A \) are link parameters: \( P_T \) is the transmit power, \( P_N \) is the received noise power, and \( G_A \) is the combined transmit-receive antenna gain. A commonly used link budget equation is (e.g., [39])

\[
\Lambda(r_{\text{max}})_\text{dB} = \lambda_0 \text{dB} + M_\text{dB}
\]

(4)

where \( r_{\text{max}} \) is the maximum allowed microcell radius, \( \lambda_0 \) is the target SNR, and \( M \) is the shadow loss margin that permits 99% coverage in the absence of cochannel interference. The above link-budget equation is a convenient tool in the sense that, given a propagation model and the desired reliability, \( M \) is virtually the same for all systems (typically, around 9 dB for the suburban propagation model assumed here). The choice of \( \lambda_0 \), however, has not been well defined, and the implication that \( \lambda_0 \) can be chosen independently of SIR performance is misleading. To see why, assume that the value of SIR exceeded at 99% of all locations (denoted by SIR_{99%}) is known. Choosing the target SNR \( \lambda_0 \) such that

\[
\lambda_0^{-1} = \gamma^{-1} - \text{SIR}^{-1}_{99%}
\]

(5)

where \( \gamma \) is the desired 99% value of SINR, would not guarantee SINR \( \geq \gamma \) at 99% of all locations. For, although \( \text{SINR}^{-1} = \text{SNR}^{-1} + \text{SIR}^{-1} \) is true, \( \text{SNR}^{-1}_{99%} = \text{SNR}^{-1} + \text{SIR}^{-1}_{99%} \) can be true only if the interference power \( I \) is a fixed parameter. But because both the signal power \( S \) and \( I \) are random variables, \( \text{SINR}^{-1}_{99%} \) can be either greater or smaller than \( \text{SNR}^{-1} + \text{SIR}^{-1}_{99%} \) depending on the probability density functions (pdf) of \( S \) and \( I \). In general, finding \( \lambda_0 \) to satisfy
SINR_{99\%} = \gamma \text{ requires exact knowledge of the pdf's of } S \text{ and } I, \text{ and in most cases, since these pdf's cannot be given or approximated in an analytical form as a function of } \lambda_0, \text{ it is impossible to solve for } \lambda_0. \text{ We proceeded, instead, to derive simulation results which give the statistics of SINR as a function of } \Lambda(r).

C. Simulation Approach and Results

The simulation approach we used directly determines the minimum required values of \Lambda(r) for different wireless systems. The simulations simultaneously consider many system variables and give statistics of SINR for users uniformly located throughout each port coverage area. Square coverage areas and a square grid of radio ports are assumed (see Fig. 2). There is little difference in performance between different cell geometries [40], [41]. A cell wrapping technique is used to avoid edge effects. User traffic in each microcell is generated based on an Erlang B blocked-calls-cleared model [42]. Median path losses and shadow fading are simulated according to the suburban propagation model described in Section III. Measurement-based port selection is assumed, i.e., each user accesses the port with the maximum instantaneous downlink SINR. This provides a form of macroscopic diversity against path specific shadowing (the user-location specific component is correlated for signals from all ports) and thus gives better coverage performance than distance-based port selection.

Figure 3 shows SINR_{99\%} as a function of \Lambda(r) for different TDMA systems. The frequency reuse factor \(N\) for each system has been determined such that the achieved SINR_{99\%} is greater than or roughly equal to the minimum required SINR specified in Table I at high SNR, i.e., high values of \(\Lambda(r)\). Only the first interfering tier is considered. \(N = 16\) is adequate for PACS and upbanded IS-54. For DCS-1900, simulation results were obtained for \(N = 9\). This reuse factor does not quite satisfy the minimum required SINR of 10 dB on the uplink, but the results would be better if the interference averaging effect of frequency hopping [43] were taken into account. Also, the reuse factor \(N\) can be reduced for all systems if SINR-based power control [44]–[46] is used.

In Fig. 3, the uplink and downlink do not have the same performance for the following reasons:

1) Continuous time-division multiplex (TDM) transmission from radio ports [29] is assumed for all systems. This represents a worst-case interference scenario for the downlink, since all interfering ports are active in all time slots. The uplink traffic, however, is based on an Erlang B model and calls are assigned to the idle time slot with the least uplink interference at each port [27]. The number of servers in each port is determined by the (approximate) number of traffic channels \(n_c\) available for each system

\[
n_c = \left[ \frac{W}{f_s \cdot N} \cdot n_T \right] \cdot n_T
\]

where \(\left[ \cdot \right]\) indicates the closest integer, \(W\) is the total channel bandwidth (\(W = 5\) MHz), \(f_s\) is the RF channel spacing, \(N\) is the reuse factor, and \(n_T\) is the number of TDMA channels per carrier. This gives \(n_c = 8\) for PACS, \(n_c = 30\) for upbanded IS-54, and \(n_c = 24\) for DCS-1900. Accordingly, the average time slot occupancy at 1% blocking for each system is: 0.4 for PACS, 0.68 for upbanded IS-54, and 0.64 for DCS-1900. The differences in average time slot occupancy cause the uplink interference environment to be different. (For example, for the same \(N = 16\), the uplink performance of PACS is better than that of upbanded IS-54 because of the lower average time slot occupancy.)

2) The user-location specific shadow fading component causes the uplink SIR to have a larger variance than the downlink SIR [see Fig. 5(b)]. On the downlink, all interference signals from different cochannel ports have the same user-location specific shadowing as the desired signal, thus, the downlink SIR is not affected.

From Fig. 3, we can determine the minimum value of \(\Lambda(r)\), denoted as \(\Lambda(r_{max})\), that satisfies the SINR requirement of
Table II
Portable-to-Portable Link Budget Summary

<table>
<thead>
<tr>
<th></th>
<th>TDMA</th>
<th>CDMA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum Portable Transmit Power (mW)</td>
<td>PACS</td>
<td>Upbanded IS-54</td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>150</td>
</tr>
<tr>
<td>Combined Antenna Gain $G_A$ (dB)</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>Thermal Noise Power (dBm) (Amplifier Noise Figure = 6 dB)</td>
<td>-114</td>
<td>-124</td>
</tr>
<tr>
<td>Required Median SNR at $r_{\text{max}}$ $\Lambda(r_{\text{max}})$ (dB)</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>Allowed Median Path Loss $L(r_{\text{max}})$ (dB)</td>
<td>118</td>
<td>124</td>
</tr>
<tr>
<td>Microcell radius $r_{\text{max}}$ (m)</td>
<td>341</td>
<td>464</td>
</tr>
<tr>
<td>Microcell Area ($\text{km}^2$)</td>
<td>0.233</td>
<td>0.431</td>
</tr>
</tbody>
</table>

For each radio system. For PACS and upbanded IS-54, $\Lambda(r_{\text{max}})$ = 30 dB seems appropriate for the uplink, and also provides a SINR nearly equal to the 16 dB target SINR on the downlink. For DCS-1900, since the actual SINR performance could be improved further via frequency hopping, we determine $\Lambda(r_{\text{max}})$ such that the SINR is degraded by only 1 dB compared to the maximum SINR achieved at $\Lambda(r) = 40$ dB. This gives $\Lambda(r_{\text{max}})$ = 24 dB for both uplink and downlink.

For a given $\Lambda(r_{\text{max}})$, we can determine $r_{\text{max}}$ using (2) and (3). A link budget calculation example (for the uplink) is shown in Table II, where an average portable transmit power capability of 50 mW is assumed for all systems. The “maximum portable transmit power” shown in the table refers to the average power during the time the signal is on.

Figure 4 shows the uplink performance versus $\Lambda(r)$ for the CDMA IS-95* system. (The uplink is the more critical link in CDMA because it requires accurate power control and does not have code synchronization among users within the same cell to allow orthogonal multiple access [36], as the downlink does.) The performance is given in terms of the maximum offered traffic per microcell that permits $\text{SINR}_{95\%} = -14$ dB. An Erlang B traffic model with 1% blocking is used to generate calls in each microcell. Speech activity is modeled as a binomial process with 0.5 probability of each call being gated on. SINR-based feedback power control is simulated for all radio links. The similarity is similar to those previously presented [46], [47]. The target SINR threshold is set at -14 dB. The maximum power limit changes with $\Lambda(r)$, which in this case indicates the median SNR at the cell corner assuming the maximum transmit power. For simplicity, no tracking of Rayleigh fading is assumed. The simulations assume perfect Rayleigh averaging in the macroscopic diversity measurements.

Figure 4 indicates that there is a smooth trade-off between capacity and coverage area size for a CDMA system (this has also been observed in [48]). We choose $\Lambda(r_{\text{max}}) = 6$ dB such that the capacity is reduced by about 10% compared to the maximum achievable capacity at high SINR. The link budget calculation for IS-95* is shown in the rightmost column of Table II.

Note that we consider only thermal noise and noise in the radio receiver amplifiers in Table II. Man-made noise is expected to be small compared to thermal noise in suburban environments at 2 GHz [25]. Noise and distortion in fiber or fiber/coax facilities, e.g., optical receiver noise [49], optical transmitter distortion [49], [50], multipath interference in the
optical link [49], cable amplifier noise [51], and ingress noise
typical in the upstream cable band (5-30 MHz) of a CATV
system, have not been considered and may have some impact
on the link budget of the radio system (these noises and
distortions can be controlled through careful engineering of
the transport facilities). The results in Table I1 therefore give
a typical in the upstream cable band (5-30 MHz) of a CATV
system, have not been considered and may have some impact
on the link budget of the radio system (these noises and
distortions can be controlled through careful engineering of
the transport facilities). The results in Table I1 therefore give

VI. PERFORMANCE OF SIMULCAST SYSTEMS

This section presents detailed simulation analyses of SINR
performance and the traffic handling capacity of simulcast sys-
tems. We assume that each simulcast group has A contiguous
radio ports on a square grid, where A is varied as A = 1, 4,
9, and 16. In the simulations, we use the same microcell areas
derived in Section V (Table I1) for the nonsimulcast case. We
will show that, in the simulcast case, the desired coverage is
sustained or exceeded under some conditions and degraded
under others.

A. Simulcast TDMA

The use of analog transport and simulcasting has several
implications on TDMA systems. We first discuss the guard
time consideration. In any TDMA radio system, a guard time
must be provided in each TDMA slot to prevent uplink signals
from overlapping. Since each portable synchronizes its uplink
transmission timing to the downlink signal it receives, the
guard time for each TDMA slot must be greater than the
maximum difference in the round-trip radio propagation delay
between any two users served by the same radio port. For
example, two users served by a radio port with a coverage
radius of 450 m (see Table I1) could have a differential round-
trip delay up to 3 μs or more. PACS and DCS-1900 provide
a guard time of 30 μs in each TDMA slot. Upbanded IS-54
has a guard time exceeding 100 μs.

With a simulcast arrangement, the guard time must also
include the difference in round-trip propagation delay over
transport cables. The group velocity is 66% of light speed
in fiber cable, and 88% of light speed in a typical CATV
distribution cable [51]. For a simulcast group consisting of A
radio ports on a square grid, the maximum distance between
two ports in the same group is equal to 2(√A − 1), where
r is the microcell radius. Thus, assuming an arbitrary coaxial
cable distribution structure, an additional guard time greater
than 20 μs could be required for A = 9 and r = 450 m. This
additional guard time requirement would significantly impact
TDMA systems such as PACS and DCS-1900 which have a
total guard time of only 30 μs. For these TDMA systems, the
transport network architecture must be engineered to minimize
differences in cable distance.

Another implication of simulcasting is an increase of delay
spread due to differential transport delay. In a distributed
antenna system (all ports in a group use the same simulcast
air frequency), delay spread caused by the radio channel may
increase or decrease with the number of antennas, depending
on the propagation environment [11], [13]. However, the
distribution cables themselves can cause significant differential
delay to the radio signals delivered to and from different
radio ports. For example, adjacent radio ports, each having a
coverage radius of 450 m, could have a differential transport
delay exceeding 2 μs. This will be a serious issue for PACS,
since the system does not have equalization and can tolerate
delay to the radio signals delivered to and from different
radio ports. For example, adjacent radio ports, each having a
coverage radius of 450 m, could have a differential transport
delay exceeding 2 μs. This will be a serious issue for PACS,
since the system does not have equalization and can tolerate

Figure 5 shows log-normal plots of cumulative distributions
of SNR and SIR for a TDMA system with a distributed antenna
arrangement. These distributions are obtained from simulation
parameters for upbanded IS-54 are used: reuse factor N = 16, transmit
power of 150 mW assumed to be the same for both uplink and
downlink, microcell radius of 464 m, average uplink time slot
occupancy of 0.68, etc. The distributions of SNR and SIR are
not exactly log-normal because of the effect of the distance-
dependent path loss. The median uplink SNR decreases as
1/A, as expected. The variance of the SNR and SIR on both
links seems to decrease slightly as A increases, indicating
some degree of additional macroscopic diversity improvement.
As mentioned earlier, the uplink SIR has a larger variance than
the downlink SIR because the user-location specific shadow
fading does not affect downlink SIR.

Figure 6 plots SINRg% as a function A for simulcast upbanded IS-54. The improve-
mnt of SINRg% with A has a slope of about 12.5 dB (uplink)
and 14 dB (downlink) per decade. This improvement can
be explained using a qualitative argument similar to that in
[15]. By increasing the number of radio ports per group from
one to A, the distance between any two cochannel groups
increases by a factor of \(\sqrt{A}\). This causes the average strength of
each interfering signal to decrease by roughly a factor of
\(\sqrt{A}/A^{1.25}\), assuming a path loss exponent of 4.5.
However, since the number of interfering signals increases by
a factor of A in a distributed antenna system, the average
power of the total interference is approximately proportional
to \(A^{1.25}/A^{2.25} = A^{-1.25}\). As a result, the average SIR improves
approximately as \(10\log(A^{1.25}/A^{2.25})_{dB} = 12.5\log(A_{dB})\).
Despite this significant gain in SIR, the overall system performance is limited largely by multiple antenna noise. As mentioned earlier, the upstream signals from different radio ports in the same group are summed with random phase over the transport network. If the signals are received from A radio ports, the total thermal noise power increases by a factor of A. As a result, the uplink SINR$_{99\%}$ in Fig. 6 actually decreases by 1 dB for $A = 16$, compared to the result for $A = 1$.

Figure 7 shows SINR$_{99\%}$ versus $A$ for simulcast PACS and DCS-1900 assuming link budgets for each microcell as shown in Table II. The results for DCS-1900 are similar to those of upbanded IS-54 shown above in that, for both systems, the size of a simulcast group can be increased up to $A = 9$ without degrading the uplink SINR, and up to $A = 16$ with only a 1 dB loss in uplink SINR. PACS represents simulcast TDMA without distributed antennas. For this system, the uplink SINR decreases with $A$ due to multiple antenna noise. The use of distributed antennas is possible in PACS only if the analog transport architecture is designed to keep the differential cable delay between any two ports in a simulcast group below 1 $\mu$s.

**B. Channel Savings for Simulcast TDMA**

We now demonstrate the resource sharing benefit of simulcasting. As one measure of saving, we will compute the reduction in the required number of channels (i.e., call processing circuits) at the central location. A similar method can be used to quantify the saving of other kinds of hardware (e.g., RF circuits). For simplicity, we do not include PACS because the microcell area changes as a function of the group size for this technique.

In a simulcast TDMA system, the number of channels $C$ available in each simulcast group is equal to $n_c$ given in (6): $C = 30$ for upbanded IS-54, and $C = 24$ for DCS-1900. Accordingly, the offered traffic per group at 1% blocking is 20.3 Erlangs for upbanded IS-54, and 15.3 Erlangs for DCS-1900. Given this group traffic capacity, denoted as $\rho_G$, and given the expected traffic demand per microcell, $\bar{\rho}_M$, we can easily determine the average number of radio ports to be assigned to each simulcast group as $\rho_G / \bar{\rho}_M$. The equivalent...
number of channels required in a nonsimulcast system to serve an area of each group is

\[ \bar{C} = \frac{\rho_G}{\bar{\rho}_\mu} \bar{\rho}_\mu \]  

where \( \bar{\rho}_\mu \) is the number of channels required to support \( \bar{\rho}_\mu \) Erlangs of traffic at 1% blocking. Comparing this equivalent number of required channel \( \bar{C} \) with \( C \), we can find how much channel saving is achieved through simulcasting. Table III shows an example of channel saving calculation assuming an average suburban traffic density of 7.2 Erlangs/km\(^2\), which is obtained from the following statistics: A typical suburban area in the United States has an average household density of 120 km\(^{-2}\) [52], and the average peak-hour telephone usage in a residential household is 0.06 Erlangs [53]. The microcell area sizes given in Table II have been used to determine the values of \( \bar{\rho}_\mu \) in Table III. Note that the average numbers of ports per group for both upbanded IS-54 and DCS-1900 are well within the limit \( A \leq 9 \), where grouping is not limited by multiple antenna noise.

It is clear that the channel saving benefit improves as the size of a microcell becomes smaller such that \( \bar{\rho}_\mu \) decreases and \( \bar{C} \) increases. We can express \( C/\bar{C} \) as

\[ \frac{C}{\bar{C}} = \frac{C/\rho_G}{\bar{\rho}_\mu/\bar{\rho}_\mu} = \eta \frac{\eta_G}{\eta} \]  

where \( \eta = \bar{\rho}_\mu/\bar{\rho}_\mu \) is the trunking efficiency of each microcell in a nonsimulcast system, and \( \eta_G = \rho_G/\bar{C} \) is the trunking efficiency of each simulcast group. Thus, \( C/\bar{C} \) decreases as the average number of ports per group \( \rho_G/\bar{\rho}_\mu \) increases. Fig. 8 shows the relationship between channel saving and \( \rho_G/\bar{\rho}_\mu \) for various values of \( \bar{\rho}_\mu \). The channel saving improves quite rapidly with \( \rho_G/\bar{\rho}_\mu \) for \( \rho_G/\bar{\rho}_\mu < 5 \), but the improvement quickly saturates regardless of \( \bar{\rho}_\mu \). Thus, from the trunking efficiency point of view, there is not much to be gained from increasing the group size beyond \( A = 9 \). This means that the practical limit on the group size set by multiple antenna noise does not significantly impact the achievable benefit of resource sharing for the TDMA systems. It also indicates that the results in Table III will not significantly improve with an increase in the actual group capacity \( \rho_G \); the values of \( \rho_G \) in Table III are conservative estimates in the sense that we did not include the use of SINR power control and the full benefit of slow frequency hopping (for DCS-1900) in the analyses. The channel saving will improve quite substantially, however, if the actual traffic density and/or the size of microcells become smaller. Fig. 8 shows an increase of channel saving by nearly 20% when \( \bar{\rho}_\mu \) decreases from \( \bar{\rho}_\mu = 3 \) to \( \bar{\rho}_\mu = 1 \).

C. Simulcast CDMA and Channel Savings

In a CDMA system, signals from different multipath components can be resolved and constructively combined by the
RAKE receiver to provide additional diversity against fading. Thus, an increase of delay spread due to differential cable delays in a distributed antenna system can actually improve the radio link quality of each CDMA user [14].

The use of distributed antennas also helps mitigate multiple-access interference. We showed earlier that SIR improves roughly as $12.5 \log A_{\text{dB}}$ in a TDMA system because the effective distance between cochannel users increases with the group size $A$. This principle is also valid for a CDMA system except that it applies only to interference from neighboring simulcast groups ("other-group" interference). An even larger amount of uplink interference is produced by users within the same simulcast group ("same-group" interference). These users are power-controlled by the same group server; thus, their relative signal levels are approximately the same at the central location regardless of the use of distributed antennas. As a result, the ratio of signal power to same-group interference power is invariant to the use of distributed antennas.

Even though the use of distributed antennas can only reduce other-cell interference which is the smaller portion of the total uplink interference, the resulting improvement is still significant and is essential in mitigating the impact of multiple antenna noise. Fig. 9 shows the simulated uplink performance of simulcast IS-95*. All the simulation parameters and assumptions are the same as those used in Fig. 4. The link budget considered is such that $\Delta(r) = 6 \text{ dB}$ for each microcell. Due to multiple antenna noise, the equivalent value of $\Delta(r)$ is reduced by $10 \log A_{\text{dB}}$, yielding $\Delta(r) = 0 \text{ dB}$ for $A = 4$, $\Delta(r) = -3.5 \text{ dB}$ for $A = 9$, and $\Delta(r) = -6 \text{ dB}$ for $A = 16$. Without any reduction of interference by distributed antennas, the performance degradation due to multiple antenna noise would be similar to the limiting effect of $\Delta(r)$ in Fig. 4. The above reductions in $\Delta(r)$ would result (see Fig. 4) in a capacity reduction of 14% for $A = 4$, 35% for $A = 9$, and 72% for $A = 16$. Including the benefit of distributed antennas, however, the simulation results in Fig. 9 indicate no reduction in the actual group capacity for $A \leq 9$ (the capacity actually increases for $A = 4$), and only an 18% reduction for $A = 16$. This demonstrates the significant benefit of distributed antennas in a simulcast CDMA system.

Although we have not studied the downlink performance of IS-95*, it is evident that the group capacity on this link will improve monotonously with $A$, given the fact that the downlink does not suffer from multiple antenna noise. In particular, since the system can use synchronized orthogonal codes [36] to minimize same-group interference on the downlink, the reduction of other-group interference by distributed antennas should in this case result in substantial performance improvement. This underscores the validity of our initial assumption that the IS-95* system is uplink limited.

The group traffic demand increases linearly with the group size as shown by the dashed line in Fig. 9. The average Erlang traffic per microcell $P_{\text{e}} = 2.1$ assumed here is determined from the suburban traffic density of 7.2 Erlangs/km² (as in Section VI-B) and the estimated microcell area for IS-95* in Table II. The point where the dashed line crosses the group capacity curve determines the average group size for the simulcast IS-95* system. In this example, the average group size is 12.3, and the group capacity is reduced only by 8% compared to that for $A = 1$. The corresponding channel saving calculation is summarized in Table III. The amount of channel saving for IS-95* is higher than those of upbanded IS-54 and DCS-1900 mainly because its estimated microcell area is smaller. As already noted, the size of microcells has a dominant influence on the resource sharing benefit of a simulcast system.

VII. CONCLUSION

We have explored the limitations and benefits of simulcasting in suburban microcellular PCS. Among our findings are the following:

- A simulcast system requires the use of distributed antennas to mitigate the impact of multiple antenna noise on the uplink transmission. For TDMA techniques that do not have sufficient delay spread tolerance (e.g., PACS), simulcasting is still possible but an additional link budget margin (a few to several dB according to Fig. 7) must be provided.
- Simulcasting with distributed antennas improves SIR because the effective distance between cochannel groups increases with the group size $A$. As a result, the downlink (no multiple antenna noise) performs better as the group size increases. The simulcast uplink performance is a more complicated function of increasing group size as the SIR increases but the SNR decreases due to multiple antenna noise.
- For simulcast TDMA systems with distributed antennas, a group size of $A = 9$ is a practical (maximum) limit which ensures that simulcasting does not degrade the uplink SINR. This result is based on a contiguous, square group configuration, but it should apply in general because for
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